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This follows Introduction to Tree methods in finance

1 Donsker theorem

1.1 Theorem statement

Theorem 1 Let (§,),,>, a sequence of i.i.d. random variables with E'[§,] = 0
and E[£2] = 02, Let S, = Y}_o & Let h > 0. Then the family of continuous

processes
N
Xi(h) = o (S, + (t = n¢h) &ny11)

where ny is the integer such that nsh < t < (ny + 1) h, converges in law on
C (R4, R) to the standard Brownian motion as h — 0.

1.2 Applying the theorem
1.2.1 Standard options

As a direct apllication this gives the convergence of the European Put prices
in the Random Walk tree. The application to other trees is not straight-
forward since-take the CRR tree for instance-the distribution itself of the
sequence (&,),~; depends on h : either a more elaborate version of the the-
orem is needed, or some work is required-like a measure change within the
tree-to fit the hypotheses, in this case the functional at hand will certainly
be modified and will eventually depend on A so that the situation is more
involved: in a few words, a direct application of this theorem is seldom fea-
sible.

1.2.2 Path-dependent options

Of course the interesting feature of this theorem is its ability to deal with
path-dependant functionals which are continuous and bounded for the uni-
form topology on C (R, R). To what kind of schemes may this theorem be
applied?
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A first idea is barrier options pricing. Indeed the payoff of the option, after
a Girsanov transform and a suitable change of variables, may be expressed
in terms of the terminal values of a Brownian motion Br and its running
maximum supg«,<7 (B;) . Let us take for instance the quantity

b [f (Br)1 ( sup (B,) < z) 1)

0<t<T

with [ > 0 and f continuous and bounded. Unfortunately in case of barrier
options the supremum comes into play through an expression like the lat-
ter, 1 (SUPogth B, < l) , which is not a continuous function over C' (R, R) :
clearly two trajectories may be uniformly close to each other, the one breach-
ing the barrier and not the other. At first glance the basic property of weak
convergence on C' (R, R) is not enough.

Nevertheless remember that for any measurable set A of C' (R, R) such
that P (0A) = 0, ie a P—continuity set, then P, (A) — P(A) if P, — P in

law. We are exactly in this situation here with

A:{w, sup wt<l}
0<t<T

It is easily seen that 0A = A\ intA{w € A, ws = [ for some s} . Now the law
of supy<;<p Bt is absolutely continuous with respect to the lebesgue measure,
so it doesn’t weight points, this entails P (9A) = 0 with P the law of B.

Observe that it is easy to build a three-dimensional tree which approx-
imates the dynamic of the pair (Bt, SUPp< <y BS> : first draw in the z = 0
plane the standard Random Walk approximation tree of B, which corre-
sponds to Bernoulli random variables in Donsker theorem. Then draw above
each node (n, X,; (h)) a line and sample along this line the possible values
of supy<i<, Xgn (h). It is seen that there are at most N + 1 possible val-
ues of Myy, (h) = supgeypen Xin (R), so that there is no combinatoric blow
up. The two sons of a point (n,z, M) (with weigths 1) are seen to be

(n—l— 1,z + vh, max (M,:c—l— \/ﬁ)) and (n+ 1,x — ﬁ,M) :
The algorithm to compute ( 1) by backward induction follows, the con-
vergence is given by Donsker theorem.

2 Kushner theorem

By far the most powerful tool for dealing with the convergence of Markov
chain based algorithms is the work of Harold Kushner in [2] and [0]. Tt deals
with mixed jump-diffusions processes, for clarity we consider only continuous
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processes. Kushner’s theorem says that the local consistency conditions, that
is the matching of the first and second conditional moments of the increments
of the approximating chain with those of the continuous-time limit with ac-
curacy o (h) grants the convergence of the expectations of usual functionals.
In fact the setting is a stochastic control setting, Kushner’s result deals with
the convergence of the optimal controlled chain to the optimal controlled
process. Here we simplify things in a crude manner by dropping the con-
trol. We also restrict ourselves to very particular stopping times especially
pertaining to option pricing-this avoids the use of highly technical objects in
the theorem statement, more precisely Skorokhod space and topology.

2.1 Notations
2.1.1 The continuous time problem

Consider the s.d.e. with values in R¢

t+s t+s
Xis=x+ / b(u, X,,) du + / o (u, X,) .dW,
t ¢

where W is a k—dimensional Brownian motion. The problem at stake is to
design an approximation of the quantity

\% (t, iL') - Et,x [g (Ta XT)]

wher 7 is the first exit time of (s, X,) an open set G of R'*? | to be specified
later, before a fixed time horizon T > t, ie

r=inf{u >t (u,X,) ¢ G} AT

Assume:
(A1) b and o are continuous and bounded.
(A2) g is continuous and bounded.

(A3) Either:

(a) G = R? or:

(b) For some index ¢

G={t<u<T, L;(u) <z; <U;(u)} (2)

where L;, U; are continuous functions on [¢, T] with values in R. For the same
index i, %, 02, (u, X,,) > « for some « > 0, uniformly in .

Note that we don’t make any non degeneracy assumptions on ¢ in (Al).
It is easily seen that in case of a deterministic process X, there is no hope
to approximate V (t,z) for an exit time corresponding to ( 2) under quite
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general and natural continuity requirements for the approximate chain-this
is exactly the same situation as in conitnuity sets for the limiting distribution
in a weak convergence statement. This is the explanation of the additional
“wildness” assumption on ¢ in that case.

2.1.2 The Markov chain approximation

Let for N a positive integer h = % and let ({Z) - denote the value at time

nh of a discrete-time Markov chain which satisfies with AE" = ho =& the
following local consistency conditions:

E!,[Agh] = by (nh,x)h=b(nh,x)h+o(h)
B {(ASZ -, [ad]) . (agh - B, [Agﬂ)’} = ay (nh,x) h = a(nh,x) h+ o (h)

which also defines the functions x +— by, (nh,z) and z — ap, (nh,x).

Here E!  denote the conditionnal expectation at time n knowing & =
x, also a(s,x) = o (s,2) 0 (s,2)". Notice that these conditions means that
locally the chain has the conditional mean and variance of the continuous
process since

E,s[Xstn] = x+0b(s,x)h+o(h)
oo |(Xarn = 2) . (Xewn =) = a(s,2)h+0(h)

Assume also
sup ‘Aé’ﬁ’ — 0as h — 0 (3)

Introduce now the approximating stopping time 7;, which is defined as
the first exit time of G of the process (t, g (t)% where &" (t) is the piecewise

constant CADLAG continous time extension of (57’;) , ie the process

éﬁ (t) = Zth
where n, is the integer such that n;h <t < n.h + h.

Remark 1 Kushner works with this non-continous interpolation for two pur-
poses:  firstly, he deals with mized jump-diffusion processes. Secondly he
makes use of weak convergence on the Skorokhod space which is easier to
get than the weak convergence on C'(Ry, R).
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2.2 Theorem statement
Theorem 2 ([0], theorem 5.1) Assume (A1), (A2), (A3). Then

V(t.2) = Elg(r.X,)] = im E |g (7, €" (7))

Notice that an interesting fact in the loal consistency condition is that all
quantities of relevant interest need only to be known with an o (h) certainty,
at least as far as convergence is concerned. This maybe especially noteworthy
when the “exact” approximating quantities look like exp (e (h)) with € (h)
going to 0 suitably with A whereas they need to be recomputed at each step.

In the sequel we set

~

Vi (t,2) = E g (71, € (7))]

2.3 Applications
2.3.1 Checking the hypothesis

The first step in most commonly used models for financial markets is to look
at the Markov chain approximation at hand not in terms of the underlying
of the option S, but rather in In (S5), that is to set X; = In (S;). Then (A1)
has a chance to be in force, think at the Black-Scholes model for instance.
What about (A2)? In a derivative context g stands for the discounted
payoff of the option (as a function of the logarithm of S now). It’s always
positive, but may be unbounded (Call options!) and discontinuous (Digit
options). A sound way to proceed is to replace g by g A a for big enough a
and if necessary to regularize g A a by some mollifier 1).. The convergence:

E [e’mws xgAa (XT)} — FE {e’mg (XT)}

is in practical situations always in force.
As already discussed in order to deal with unbounded payoffs some tricks
like the Call-Put parity may be used.

2.3.2 Barrier options

The convergence of the Derman-Kani algorithm, or the Kamrad-Ritchken
algorithms for say Down and Out European options is easily proved. Notice
that the convergence of the crude CRR scheme is proved in the same way, this
shows that the main interest of such a convergence theorem is theoretical: in
practice, the CRR scheme for barrier options is definitely not usable.
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2.3.3 Bidim trees

Here r stands for the instantaneous interest rate in the Black-Scholes model.
Assume (S*, S?) follows the Black-Scholes dynamic under the risk-neutral
probability and set:

Y! =1In(S")
Y? =1n(5?)
Then:

02
dY}! = odB} + (r - 21> dt

2

g
dY? = poydB} + /1 — p2oydB? + <r — ;) dt

Choose:

(Afg)l = (7" — 0;) h + 01\/55711
(ach), = ( - ‘;) bt on/ie?

where: (gl,€2) is a sequence of iid random variable with

P(sézl,sgzl) = P(sé:—l,sgz—)zl—iﬂ
P(gézl,agz—l) = P(sé—l,ag—l)—v
Then
by (x), h = (r—f)h
by (), h = ( —?)h
and

ap (x) h = 0th ay (x), h = poroah
ap (¥)yy h = o3h

Notice that the corresponding algorithm is of complexity N3. It seems
that an N* complexity-a three-dimensionnal problem plus the time compo-
nent, for instance- is a practical limit.
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2.3.4 Trees for markovian volatility

Here r stands for the instantaneous interest rate in the Black-Scholes model.
Assume S follows a one-dimensional Black-Scholes type model with stochas-
tic volatility o depending on S and ¢ under the risk-neutral probability.
Assume also that
0<og<o(,)<T<o0

with ¢ = inf 0,5 = supo and set:
Y =1n(9)
Then with & (t,2) = o (¢,exp (z)):
5 (1 Y)?
dY, = & (,Y;) dB, + (r— “(2t)> dt

Choose:
2

70
(AE) = (r — 02> h+oavhe,
where: (g,) is a sequence of iid random variable with

Peg=-1) = 5+’Y\/E>P(50:—1):5—’Y\/E
P(eo=0) = 1-28

by (2)h = <r—0;6>h+270ah

ap (x)h = (5+7\/E)<<r—"225>h+aaﬂ>2
oo
£ (32 (7= 50 o)
_Kr_zé h+2wahr

2
= (ﬁ + ’y\/ﬁ) 720’h + (ﬁ — ’y\/ﬁ) 72a’h — 44°5%a’h
)
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ie
(720 — 5 (nh, &)%)

552042 = l:a' (nh, 52)2 + le (525 -0 (nh7 §2)2)2:|

Yoo =

DN = | =

A natural choice which yields a symmetric scheme for constant volatility is
0 = 1, whence:

Yoo = i (52 -7 (nh,fﬂ)2>
Goa? = ; [a— (nh, €1)° + i (-5 (nh,ggfﬂ
Considering « as a constant parameter we must check 1 — 28 > 0 ie:
{?f (nh, N + i (52 — 7 (nh, SZ)2>2] < 7%a?
Therefore it is enough to choose a? such that

[u + 3@ — u)ﬂ

52

o > sup
ue [g2 752]

Note that the best choice of « is questionable.

3 Analytical approach

An alternative route to the convergence of Tree methods is provided by the
classical theory of approximation of semigroups of linear operators. An au-
thority book on the subject is [5] (The 3¢ chapter is devoted to approxima-
tion issues). A survey may be found in [3].

3.1 From CRR to the Black-Scholes PDE

This corresponds to the well-known elementary calculation which relates the
backward recursion scheme in the CRR model and the Black-Scholes PDE.
The corresponding relations for other schemes may be found in [7].

One can re-write

C (nh,z) =e " [p* (h)C((n+1)h,zu(h)) + (1 —p* (h)C((n+1)h,zd(h))]
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as

C (nh,z) = C((n+1) h,x)
= " (W) (C((n+1) hyau (k) = C((n+1)h,x))
+ (1 =p" (M) (C((n+ 1) hzd (h)) = C((n+ 1) h,z))]

(1—e Y C((n+1)h, o)

Now by Taylor expansion

F(zu(h)) = F(x)+ (u(h)—1)xF (z)+ ; (u(h) —1)*22F" (z) + o ((u(h) — 1)2)
F(zd(h)) = F(z)+(d(h)—1)xF' (z)+ ; (d(h) — 1) 2*F" (x) + o ((d(h) — 1)2)
Since p* (h) is the risk-neutral probability

p(h) (u(h) = 1) + (1= p" (h) (d(h) = 1) =" — 1

It is easily proved (this is the second moment condition from a probabilistic
point of view) that

P (h) (u(h) = 1)* + (1= p* (h)) (d (k) = 1)* = o*h + 0 (h)
so that putting all things together yields
C(nh,z) = C((n+1)h, )
h

[ =) 00+ D ha) 1, G0PC (4 1))
h Ox 2 Ox?

= €

_|_(1_6ph)c((n+ 1) h,z) 4+ o(h)
; ,

Therefore by taking h to zero we get that C' solves the PDE

_0C(t,x)  9C(ta) 1 4 ,0°C(t )
T e LA e B (SR G

which is the Black-Scholes PDE.

3.2 Formal analytic point of view on Tree methods

A more synthetic way to write the above calculation is the following: a Tree
method is specified by a backward functional operator which maps the price
at time (n + 1) h to the price at time nh, formally

Con = FrClngiyn



21 pages 11
Here the price should be seen as a function which gives the price of the option
for any value of the underlying, that is
Con : x — C (nh,x)
Define now an operator A; by the relation
F, =1d+ hA,

Then the above computation says A,C; — AC; where A is in our case the
Black-Scholes differential operator, ie

1
Af = paf! (@) + 5o* " (1) = pf ()
Now the price of the option at time 0 is given by
N r N
Co (N) = F{lop = <Id+ NAJTV) o
We may therefore hope that

N
lim Cj (N) im <Id+]j\;A> p=exp(TA)p

=1
N—oo N—o0

where t — exp (tA) p is defined as the solution to the equation

du
~_A 4

with initial condition u (0) = ¢.

3.3 Semigroups of linear operators

Assume that the above linear equation has a unique solution. Then by unicity
the map u (0) oy (t) satisfies

Qt+s = Qth

ie we face a semigroup of linear operators. The theory of such objects has
been extensively developed in relations to various PDE problems.
A good framework for these operator semigroups is that of Banach spaces.
From now on we consider a semigroup () of contraction operators on a
Banach space G, which is continuous, ie for any ¢g in GG

Qg — g
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ast — 0.

It may be shown that there is a dense subspace of G on with t +— Qg is
differentiable. If we denote A the linear operator (with domain) such defined,
;g formally solves ;

u
i Au
with initial condition u (0) = g.
The operator A is called thye infinitesimal generator of the semigroup.
As an exemple:

Lemma 1 LetG = {g: Rt — R, gC° Flim,_p+ &2, Flim, oo 22} Then
G 1s a Banach space for the norm

g ()]
gl =sup T~

Moreover, if Qg (x) is the price of an European option with maturity t > 0
and payoff g in the Black-Scholes model, for a value x of the underlying, then
Q 1is a continuous semigroup of contraction operators on G. Moreover if g is
a C* function then t — Qg s differentiable and

dQig _0Qug (@) | 1 5 ,0°Qsg (@)

Lastly the space C§° is dense in G.

3.4 Approximation theory

The first ingredient is a quantitative estimate:

Lemma 2 ([7], section 3.5, corollary 5.2) Let R a linear contraction opera-
tor. Then for every integer n >0 and g € G

lexp (n (R — Id)) g — R"gl| < Vn|lg — Ry]|
The second ingredient is:
Theorem 3 Let (Ap),~, a family of bounded operators such that

sup [lexp (tAp)]]

1s uniformly bounded for t in a compact set.
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Let on a dense subset H of G
Apg — Ag
as h — 0 Then for any g € G

exp (tAp) g — Qug

as h — 0 and the convergence is uniform fort in a compact set.

We give the proof only in the case where A and A, commute. Then for g € H

exp (tAp) g — Qg
= [exp (sAn) Qi—s9)°2

_ / T exp (s44) Qu-gds
- /0 (Ap exp (54n) Qr—sg — exp (sA41) AQs_og) ds
- [ (exp (A1) Qu-sAng — oxp (s44) Qi Ag) ds
-/ "exp (54) Qs (A1 — A) gds
Whence
lexp (t4) g~ Quall < [ exp(s40) Qs (4 — 4) gds
[ e (s 1Qu-all 1A — 4) gl s

t
= (A = A)gll | llexp (s40)] ds
< t]|(An = A) gl sup [lexp (sAx)|
h,[0,t]

IA

which gives the result for g € H.

The result for g € G follows by density since both g — exp (tA;) and
g — ;g are continuous on G.

Here is now the main result:

Theorem 4 Let (Fy),., a family of bounded linear operators such that for
some M and every h, k € N

Jrt] < o
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Let for a dense subset H of G
TSI, ag (0
as h — 0 Then for anyt >0 and g € G
Fig — Qg
as n — oo

Indeed

F: —1Id F: —1Id
Qg — Fig= Qg —exp |t—5—— | g+exp|t—7F— g~ Fig

n

Setting now A; = W let us notice
k
e (52| = )

¢
= MeXp(%); !

= M

From the previous theorem it follows that
F: —1d
exp | t—"5—— ]9 — Qg

as n — oo For the other term if g € H

F. —1d
exp (t————]g— Fiyg

Jexp (n (F2 = 1d)) 9 - Fig
Vi |[Feg =]
V-2 Ag)

IN

IN

for big enough n.
The result is proved for g € H, the theorem follows from the density of
H in G since for (g,h) € G x H

|29 = Fih| = [F2(g=h)] < Mllg—hl
Qs — Qhll = 1@ (g —n)ll < llg — A
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Remark 2 The first condition in the theorem is a stability condition in the
numerical analysis language, the second one a consistency condition. Thus
this theorem may be seen as a version of the statement: consistency and
stability yield convergence.

Remark 3 In practice, the tough part is to prove the consistency condition
( 6 on the preceding page). Indeed it must be shown that the limit holds in
the Banach space sense, which is a much stronger assertion than a pointwise
limit. On the other hand, the convergence of the approximation also holds
in the Banach space sense, in this direction it is a stronger result than a
statement in a probabilistic theorem which holds given the starting point of
the diffusion, for instance.

3.5 Application

As an application, let us prove the convergence of the Call option price in
the CRR model to the Black-Scholes price.

First observe that the Call option payoff belongs to the above Banach
space GG. Now by the lemma 1 on page 12 and the approximation theorem
it is enough to show that, if F}, denotes the backward transition operator in
the CRR model, ( 5 on page 13) and ( 6 on the page before) hold.

For ( 5 on page 13):

Fug (x) = e [p" (h) g (wu (h)) + (1 = p" (h)) g (xd (h))]

whence

Fug (@) < gl e " [p* (h) (142 (k) + (1= p* () (1 + d (1)
= gl e (1+ae)
< lgll (1 +2)

Thus
IEngll < llgll

and F}, is a contraction, in particular ( 5 on page 13) holds.
For ( 6 on the preceding page), for g in C§°

Fhg () — g (x)
h

™" [p* (h) (g (zu (h)) — g (2)) + (1 = p" (h) g (xd (h) — g (x))]
1

= pug (v) + 50°2%" (2) = pg (v) + VhR (g,7)



21 pages 16

where R (g, ) vanishes outside the support of g, by the computation in the
beginning and Taylor’s formula. This entails

Fh9—9_>Ag

in GG, where A is the infinitesimal generator of the Black-Scholes semigroup,
whence the result.

4 Some words about the rate of convergence

The question of the rate of convergence of a given tree for a given payoff is
crucial: in practice a behavior in O (%) (ie Vi (t,2) = V (t,2) = Otz (%) )

of the algorithm is satisfactory, whereas O (%V) is not.

Unfortunately this is a very tough question. Only a few tree algorithms
have been studied in detail from that point of view until now, mostly for
standard options. The main point is that the rate of convergence depends
heavily not only on the scheme but also on the smoothness of the payoff.

4.1 Results for i.i.d. trees for standard options

By i.i.d. tree we mean a Markov chain approximation such that, with the
notations of the Kushner theorem, the sequence (Afﬁ) - is i.i.d. for every
n

fixed h. The first idea in this case is to make use of the characteristic function
to study the convergence rate. Indeed for suitable f

f@) = [ F)ar (7)

where f is the Fourier Transform of f. Therefore

By [f (X7)) = Eva [ £ (€4)]
= [ () B ) Ty
— / <Et,x [ei)\(XT—SC):| _ (E' |:67)\A€6Li|>N) eZ)xx]/[‘\<>\) d\
where we made use of the i.i.d. assumption. Assume for instance X; = z+ B;,
. 2
then F , [eZAXT} = e’%T, and denoting by v, () the characteristic function

of A&l :
Un ()\) - {eMAfg}
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we get

By [f (X)) = Evo |£ (€4)] (8)
-/ (e—éT _— (A)N> ¢ F (X) dA
Of course for these formal calculations to be meaningful we require that the

inversion formula ( 7 on the page before) holds and also to justify Funbini’s
theorem

/e‘%QT’f()\)’d)\ < o
For everyN,/iﬁh()\)N‘f()\)’d)\ < o0

By standard Fourier transform theory it is seen that these requirements
involve the smoothness of f. Expression ( 8) clearly shows that the rate

of convergence depends on the control ofAe’%T — ¢, (W)Y in terms of A
altogether with integrability properties of f (), that is smoothness of f.
4.1.1 Random Walk approximations

A particular case which has been investigated in great detail is the Random
Walk case, which means that we look at the approximation of say E [f (B;)]

by E [ f (&)] where
(Agh) _ iidwith A = vhe
Ele]=0, B[] =1

where € does not depend on h. Note that we relax here the boundedness
assumption ( 3 on page 5). This subsection is taken from [!]
The above route leads to the following statements:

Theorem 5 Assume f is Cp. Then

B(f (X)) - E[f(h)]| =

with a (f) = §E[f" (By)] and b(f) = & E |f@ (By)].

For f ressembling a Call or a Put payoff we have:



21 pages 18

Theorem 6 Assume f is Lipschitz and that " (taken in the sense of dis-
tributions) is a bounded measure. Then if X = B and where and also

E {54} < o0, E {83} =0
then o
BB~ E[f ()] < 5 (1 s + 151 2<)

where C' depends only on the law of €.

By a suitable change of variables this result applies to European Call and
Put options in the Random Walk tree.

It is interesting to note that in contrary to the C} case with E[¢%] = 0,
there is no expansion in % in general under the assumptions of the theorem:
indeed for f (z) = |x| it may be proved when P(¢ =1) = P(e = —1) = 1

2
that

E[f(B) - E|f(¢h)] = 2]\[1/% +o (;V) if Nis odd
= —2]\71/% +o0 (]17) if Nis even

The corresponding result for the CRR tree for Call and Put option has been
obtained recently by M&F Diener in [1] by a direct calculation:

Proposition 1 Let a Call ATM option in the Black-Scholes model with no
interest rate. Then if N is even

1 1
= — 80‘2 2 — —
CRR(N) = BS 192\/_0\/_6 (2 +12) x — +0(m>
where N = 2m.
If N is odd
CRR(N) = BS — ——av2e (62— 12) x — + 0 (1)
192\/_ m m

where N = 2m + 1

Along this line one can wonder about Digit options. Not very surprisingly
the following holds-this can be proved by a direct caclulation:

Proposition 2 Assume P (¢ =1) = P (e = —1) = 3 (in particular, E [¢%] =
0). Then

E[1(Bi<0)] - E[1(& <0)] = ¢;—N+<¢1w>
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4.2 Results for i.i.d. trees for path-dependant options

Very few is known, even for barrier options. Empirical studies suggest a
convergence with a % rate for improved trees like the Derman-Kani or the
Kamrad-Ritchken tree. Fore more general situations, the general feeling is
that a convergence rate of O (ﬁ) is in some sense the worst that can be

achieved.

4.3 Order of Accuracy and Order of convergence

A widely-used concept in numerical analysis of a finite-difference scheme is
that of order of accuracy: in the calculation above (cf 4 on page 10), this
is the order in power of h at which the Black-Scholes PDE is satisfied. In
a heuristic manner this amounts to look how far, locally, is the numerical
approximation scheme from its continuous limit. A detailed study of the
order of accuracy of tree methods may be found in [7], where also classical
finite-difference schemes are studied (see also [3]).

The main thing to say about this concept is that it is not directly related
in full generality to the good notion which is that of order of convergence as
studied before. In analytical terms the point is that the order of accuracy is
a local (event pointwise) measurement of the convergence of the infinitesimal
generator of the semigroup, whereas because of the diffusive feature of the
semigroups at hand a kind of uniform control is required to give something
about convergence. This is well-explained by the proof of the abstract theo-
rem (cf theorem 4 on page 13). Moreover, it was shown that for non-smooth
payoffs, even for a scheme with high degree of accuracy the order of conver-
gence is much lower. This is perfectly in tune with the fact that there is no
smoothing effect of the discrete semigroup of the approximating scheme, so
that the above computation can not be performed in the non-smooth case.

Nevertheless it seems it is possible in many cases to go from the order
of accuracy to the order of convergence for sufficiently smooth intial condi-
tion (or payoff functions for us)-unfortunately, this is almost never the case
in finance. An interesting exemple of this is the analytical reading of the
previous Lamberton’s theorem 5 on page 17. Let us look for a trinomial tree
(in logarithm) such that the two first moments are 0 and 1. Let us denote
by A the upper node, B the lower node, a and b the corresponding weights.
Suppose also the middle node is centered, and let us compute the order of
accuracy. Let f a smooth space-time function, c=1.0—a —b

af (z+ AVh,t+h) +cf (@t +h) +bf (x = BVh,t +h) = f (t,2)

_of of 10%f 2 2
— am%(am/ﬁ—b&/ﬁﬁiw(mmw h)
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02 f
t o5 (aAh\/ﬁ _ th\/E)

+183—f (aA®hv/h — bB3hV/h)

6 0x3

1 84f 412 412 182]‘ 2
+oi5mt (aA h? 1 bB*h ) + 552"
O°f (aA2h2 + bBQhQ) 1 +o (hQ)
9

* 0x20t

Now by the first and second moment conditions:

aAVh —bBVhH = 0
aA?h + bB2h =

Therefore

fll[af(a:JrA\/ﬁ,tJrh)+cf(a:,t+h)+bf(:c—B\/ﬁ,t+h)—f(t,x)} —<

LOf 4 3
= 6925 (aA —bB )h\/ﬁ
102 10
+ ( / /

(aA4 + bB4) +

1
2 0x20t

oS, 29 l (aA? +bB?) | h?
20t2 24 0x*

Now the condition E [¢*] = 0 in Lamberton’s theorem reads

aAPhVh — bB*hWh = 0

which cancels the term of order hv/h.
Let us now turn to the condition E [¢*] = 3 in the theorem. This amounts

here to

aA* +bB* =3
The coefficient of the h? term is then
1B 30t 10y
20t2  240z% 20220t
1R 10 1 oY
20t2 80zt  20x20t

which does not vanish for an arbitrary function f. Nevertheless, if f satisfies
the limiting PDE
of 10%*f

o T 202 ="

of
ot

10°f
2 02

)
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10%f 10%F 1 O3f
2012 89z | 20220t
10%f 1 &f

202 " 40220t

10 <W+182f>

20t \ Ot = 2022

=0

Thus a kind of reverse accuracy matching property is satisfied at one order
further: if f is the solution to the PDE, then the backward scheme of the
discrete algorithm is matched at order o (h?).

Nevertheless a general result about equivalence for smooth intial conditions
between the order of accuracy and the order of convergence does not seem
to be available yet.
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