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s )

=
Λ

s∧
τ

+
11

s
<

τ
1G
s
E

(A
t −

A
s |F

s )
.

3
6



From

E
(H

t |G
s )

=
H

s
+

11
s
<

τ
1G
s
E

(A
t −

A
s |F

s )

and

E
(Λ

t∧
τ |G

s )
=

Λ
s∧

τ
+

11
s
<

τ
1G
s
E

(A
t −

A
s |F

s )

w
e

deduce

E
(H

t −
Λ

t∧
τ |G

s )
=

H
s −

Λ
s∧

τ

3
7



If
A

is
absolutely

continuous
w

.r.t.
the

L
ebesgue

m
easure,

there
exists

an

F
-adapted

process
γ,

called
the

intensity
such

that
the

process

H
t − ∫

t∧
τ

0

γ
u
d
u

=
H

t − ∫
t

0

(1−
H

u )γ
u
d
u

is
a

G
-m

artingale.
T

he
process

γ
satisfies

γ
t
=

lim
h→

0

1h

P
(t

<
τ

<
t+

h|F
t )

P
(t

<
τ|F

t )

3
8



C
om

p
u
tation

in
a

restricted
fi
ltration

L
et

F̃
⊂

F
and

G̃
t
=

F̃
t ∨

H
t .

From

F
t
=

P
(τ≤

t|F
t )

w
e

deduce

F̃
t
=

P
(τ≤

t|F̃
t )

=
E

(F
t |F̃

t )

T
he

com
putation

of
the

intensity
is

m
ore

diffi
cult,

the
F̃
-

intensity
in

the

restricted
filtration

is
not

the
conditional

expectation
of

the
F
-intensity

3
9



C
on

d
ition

al
in

d
ep

en
d
en

ce

W
e

now
introduce

the
notion

of
conditional

independence.
L
etF

,G
and

H
be

three
σ-algebra.

T
he

σ-algebraG
and

H
are

said
to

be
conditionally

independent
w

ith
respect

toF
if

E
(ξ

η|F
)

=
E

(ξ|F
)
E

(η|F
)

for
any

bounded,G
-m

easurable
random

variable
ξ

and
bounded,

H
-m

easurable
random

variable
η.

4
0



L
et

F
and

G
be

tw
o

filtrations
w

ith
F
⊂

G
.

T
he

σ-fieldsF
∞

and
G

t
are

conditionally
independent

given
F

t
if

and
only

if
one

of
the

follow
ing

conditions
holds

(i)
For

any
t∈

R
+

and
any

bounded,F
∞

-m
easurable

random
variable

ξ:

E
(ξ|G

t )
=

E
(ξ|F

t ).

(ii)
For

any
t∈

R
+
,
and

any
bounded,G

t -m
easurable

random
variable

η:

E
(η|F

t )
=

E
(η|F

∞
).

4
1



P
r
o
o
f
:
(a)

L
et

us
assum

e
thatF

∞
and

G
t

are
conditionally

independent

given
F

t .
N

ote
that

E
(ξ|F

t )
isF

t
henceG

t -m
easurable.

T
o

establish
(i),w

e

shall
prove

thatE
(η

t E
(ξ|G

t ))
=

E
(η

t E
(ξ|F

t ))∀
ξ∈

F
∞

∀
η

t ∈
G

t

or
equivalently

E
(ξη

t )
=

E
(η

t E
(ξ|F

t ))

T
he

rules
of

conditional
expectation

yield
to

the
equalities

E
(ξη

t )
=

E{
E

(ξη
t |F

t )}
=

E{
E

(ξ|F
t )E

(η
t |F

t )}
=

E{
E

[η
t E

(ξ|F
t )|F

t ]}
=

E{
E

[η
t E

(ξ|F
t )]}

=
E

(η
t E

(ξ|F
t ))

4
2



(b)
L
et

us
prove

that
(i)

im
plies

(ii).
N

ote
that

E
(η

t |F
t )

isF
t

hence

F
∞

-m
easurable.

From
the

definition
of

conditional
expectation

(ii)
is

equivalent
to:

for
any

bounded
F

∞
-m

easurable
r.v.

ξ

E
(ξ

E
(η

t |F
t ))

=
E

(ξη
t )

From
(i)

E
(ξη

t )
=

E
(η

t E
(ξ|G

t ))
=

E
(η

t E
(ξ|F

t ))
=

E
(E

(η
t |F

t )E
(ξ|F

t ))
=

E
(ξ

E
(η

t |F
t ))

4
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It
rem

ains
to

prove
that

(ii)
im

plies
the

conditionalindependence.
L
et

ξ
be

any
bounded

F
∞

-m
easurable

random
variable

and
η

any
bounded

G
t -m

easurable
r.v.

T
hen

E
(ξη|F

t )
=

E
(ξη|G

t |F
t )

=
E

(ξ
E

(η|F
t )|F

t )
=

E
(ξ|F

t )E
(η|F

t )

N
ote

that
(i)

is
equivalent

to
:

any
bounded

F
-m

artingale
is

a
bounded

G
-m

artingale.

4
4



(H
)

H
y
p
o
th

e
sis

4
5



C
om

p
lete

m
o
d
el

case

L
et

S
be

a
sem

i-m
artingale

on
(Ω

,G
,
P
)

such
that

there
exists

a
u
n
iq

u
e

probability
Q

,
equivalent

to
P

on
F

T
,
w

hereF
t
=

F
St

=
σ(S

s ,s≤
t)

such

that
(S̃

t
=

S
t R

t ,0≤
t≤

T
)

is
an

F
S-m

artingale
under

the
probability

Q
.

W
e

assum
e

that
there

exists
a

probability
Q̃

,
equivalent

to
P

on
G

T
such

that
(S̃

t ,0≤
t≤

T
)

is
a

G
-m

artingale
under

the
probability

Q̃
.

T
hen,

an
y

(F
,
Q

)-m
artin

gale
is

a
(G

,
Q̃

)-m
artin

gale
and

the
restriction

of
Q̃

toF
T

is
equal

to
Q

.

4
6



D
efi

n
ition

an
d

P
rop

erties
of

im
m

ersion

W
e

shall
now

exam
ine

the
im

m
ersion

property
(or

(H
)-hypothesis)

w
hich

reads:

(H
)
E
very

F
sq

u
are-in

tegrab
le

m
artin

gale
is

a
G

sq
u
are

in
tegrab

le

m
artin

gale.

T
his

hypothesis
im

plies
that

the
F
-B

row
nian

m
otion

rem
ains

a
B

row
nian

m
otion

in
the

enlarged
filtration

and
that

every
F
-local

m
artingale

is
a

G
-local

m
artingale

.

4
7



A
ssum

e
that

G
=

F∨
H

,
w

here
F

is
an

arbitrary
filtration

and
H

is

generated
by

the
process

H
t
=

11{
τ≤

t} .
T

hen
the

follow
ing

conditions
are

equivalent
to

the
hypothesis

(H
).

(i)
For

any
t∈

R
+
,
w

e
have

P
(τ≤

t|F
t )

=
P
(τ≤

t|F
∞

).

(ii)
For

any
t∈

R
+
,
the

σ-fieldsF
∞

and
G

t
are

conditionally
independent

given
F

t
under

P
,
that

is,

E
P (ξ

η|F
t )

=
E

P (ξ|F
t )

E
P (η|F

t )

for
any

bounded,F
∞

-m
easurable

random
variable

ξ
and

bounded,

G
t -m

easurable
random

variable
η.

(iii)
For

any
t∈

R
+

and
any

bounded,F
∞

-m
easurable

random
variable

ξ:

E
P (ξ|G

t )
=

E
P (ξ|F

t ).

4
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C
h
an

ge
of

a
p
rob

ab
ility

m
easu

re

K
usuoka

show
s,

by
m

eans
of

a
counter-exam

ple,
that

the
hypothesis

(H
)

is

not
invariant

w
ith

respect
to

an
equivalent

change
of

the
underlying

probability
m

easure,
in

general.

4
9



L
et

Q
be

a
probability

m
easure

equivalent
to

P
on

(Ω
,G

t )
for

every
t∈

R
+

,

w
ith

the
associated

R
adon-N

ikodým
density

process
η.

If
the

d
en

sity

p
ro

cess
η

is
F
-ad

ap
ted

then
w

e
have

Q
(τ≤

t|F
t )

=
P
(τ≤

t|F
t )

for
every

t∈
R

+
.

H
ence,

the
hypothesis

(H
)

is
also

valid
under

Q
and

the
F
-intensities

of
τ

under
Q

and
under

P
coincide.

5
0



P
r
o
o
f
:

Q
(τ≤

t|F
t )

=
E

P (η
t 11{

τ≤
t} |F

t )
E

P (η
t |F

t )
=

E
P (η

t 11{
τ≤

t} |F
∞

)
E

P (η
t |F

∞
)

=
E

P (η∞
11{

τ≤
t} |F

∞
)

E
P (η∞

|F
∞

)
=

P
(τ≤

t|F
∞

).

5
1



If
(H

)
holds,

F
is

increasing.

T
he

converse
is

not
true.

In
fact

F
is

increasing
if

and
only

if,
for

any

bounded
F
-m

artingale
m

,
one

has
E

(m
τ )

=
m

0
or

if
and

only
if

for
any

F
-

m
artingale

m
,
the

stopped
process

m
t∧

τ
is

a
G

-m
artingale.

5
2



S
to

ch
astic

B
arrier

Suppose
that

P
(τ≤

t|F
∞

)
=

1−
e −

Γ
t

w
here

Γ
is

an
arbitrary

continuous
strictly

increasing
F
-adapted

process.

T
here

exists
a

random
variable

Θ
,
independent

ofF
∞

,
w

ith
exponential

law
of

param
eter

1,
such

that
τ

la
w

=
inf{t≥

0
:

Γ
t
>

Θ}.
In

fact
Θ

d
e
f

=
Γ

τ .

5
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P
r
o
o
f
:
:

Suppose
that

P
(τ≤

t|F
∞

)
=

1−
e −

Γ
t

w
here

Γ
is

an
arbitrary

continuous
strictly

increasing
F
-adapted

process.

5
4



P
r
o
o
f
:
:

Suppose
that

P
(τ≤

t|F
∞

)
=

1−
e −

Γ
t

w
here

Γ
is

an
arbitrary

continuous
strictly

increasing
F
-adapted

process.

L
et

us
set

Θ
d
e
f

=
Γ

τ .
T

hen

{t
<

Θ}
=

{t
<

Γ
τ }

=
{C

t
<

τ},

w
here

C
is

the
right

inverse
of

Γ
,
so

that
Γ

C
t
=

t.

5
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P
r
o
o
f
:
:

Suppose
that

P
(τ≤

t|F
∞

)
=

1−
e −

Γ
t

w
here

Γ
is

an
arbitrary

continuous
strictly

increasing
F
-adapted

process.

L
et

us
set

Θ
d
e
f

=
Γ

τ .
T

hen

{t
<

Θ}
=

{t
<

Γ
τ }

=
{C

t
<

τ},

w
here

C
is

the
right

inverse
of

Γ
,
so

that
Γ

C
t
=

t.
T

herefore

P
(Θ

>
u|F

∞
)

=
e −

Γ
C

u
=

e −
u
.

W
e

have
thus

established
the

required
properties,

nam
ely,

the
probability

law
of

Θ
and

its
independence

of
the

σ-field
F

∞
.
Furtherm

ore,

τ
=

inf{t
:Γ

t
>

Γ
τ }

=
inf{t

:Γ
t
>

Θ}.5
6



R
e
p
re

se
n
ta

tio
n

th
e
o
re

m

K
usuoka

establishes
the

follow
ing

representation
theorem

.
U

nder
(H

),
any

G
-square

integrable
m

artingale
adm

its
a

representation
as

the
sum

of
a

stochastic
integral

w
ith

respect
to

the
B

row
nian

m
otion

and
a

stochastic

integral
w

ith
respect

to
the

discontinuous
m

artingale
M

.

5
7



Suppose
that

hypothesis
(H

)
holds

under
P

and
that

any
F
-m

artingale
is

continuous.
T

hen,
the

m
artingale

M
ht

=
E

P (h
τ |G

t )
,
w

here
h

is
an

F
-predictable

process
such

that
E

(h
τ )

<
∞

,
adm

its
the

follow
ing

decom
positionM

ht
=

m
h0

+ ∫
t∧

τ

0

e
Γ

u
d
m

hu
+ ∫

]0
,t∧

τ
] (h

u −
J

u )
d
M

u
,

w
here

m
h

is
the

continuous
F
-m

artingale

m
ht

=
E

P ( ∫
∞0

h
u
d
F

u |F
t )

,

J
t
=

e
Γ

t(m
ht − ∫

t0
h

u
d
F

u )
and

M
is

the
discontinuous

G
-m

artingale

M
t
=

H
t −

Γ
t∧

τ .

5
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P
r
o
o
f
:
:

W
e

know
that

M
ht

=
E

(h
τ |G

t )

=
11{

τ≤
t} h

τ
+

11{
τ
>

t} e
Γ

tE ( ∫
∞t

h
u
d
F

u ∣∣∣ F
t )

5
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P
r
o
o
f
:
:

W
e

know
that

M
ht

=
E

(h
τ |G

t )

=
11{

τ≤
t} h

τ
+

11{
τ
>

t} e
Γ

tE ( ∫
∞t

h
u
d
F

u ∣∣∣ F
t )

=
11{

τ≤
t} h

τ
+

11{
τ
>

t} e
Γ

t (
m

ht − ∫
t

0

h
u
d
F

u )
= ∫

t

0

h
u
d
H

u
+

11{
τ
>

t} J
t
.

6
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P
r
o
o
f
:
:

W
e

know
that

M
ht

=
E

(h
τ |G

t )

=
11{

τ≤
t} h

τ
+

11{
τ
>

t} e
Γ

tE ( ∫
∞t

h
u
d
F

u ∣∣∣ F
t )

=
11{

τ≤
t} h

τ
+

11{
τ
>

t} e
Γ

t (
m

ht − ∫
t

0

h
u
d
F

u )
= ∫

t

0

h
u
d
H

u
+

11{
τ
>

t} J
t
.

From
the

facts
that

Γ
is

an
increasing

process

m
h

a
continuous

m
artingale

and
using

the
integration

by
parts

form
ula,

w
e

deduce
that

d
J

t
=

e
Γ

td
m

ht
+

(J
t −

h
t )

d
F

t

G
t

6
1



P
a
rtia

l
in

fo
rm

a
tio

n

A
s

pointed
out

by
Jam

shidian,“one
m

ay
w
ish

to
apply

the
general

theory

perhaps
as

an
interm

ediate
step,

to
a

subfiltration
that

is
not

equal
to

the

default-free
filtration.

In
that

case,
F

rarely
satisfies

hypothesis
(H

)”.

6
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In
form

ation
at

d
iscrete

tim
es

A
ssum

e
that

d
V

t
=

V
t (μ

d
t+

σ
d
W

t ),
V

0
=

v

i.e.,
V

t
=

v
e
σ
(W

t +
ν
t)

=
v
e
σ

X
t.

T
he

default
tim

e
is

assum
ed

to
be

the
first

hitting
tim

e
of

α
w

ith
α

<
v,

i.e.,

τ
=

inf{t
:

V
t ≤

α}
=

inf{t
:

X
t ≤

a}

w
here

a
=

σ
−

1
ln(α

/
v).

6
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H
ere,

F
is

the
filtration

of
the

observations
of

V
at

discrete
tim

es
t
1 ,···t

n

w
here

t
n ≤

t
<

t
n
+

1 ,
i.e.,F

t
=

σ(V
t1 ,···,V

t
n
,
t
i ≤

t)

T
he

process
F

t
=

P
(τ≤

t|F
t )

F
is

con
tin

u
ou

s
an

d
in

creasin
g

in

[t
i ,t

i+
1 [

but
is

n
ot

in
creasin

g.

L
em

m
a

0.1
T

he
process

ζ
defined

by

ζ
t
= ∑i,t

i ≤
t Δ

F
t
i .

is
an

F
-m

artingale.

T
he

D
oob-M

eyer
decom

position
of

F
is

F
t
=

ζ
t +

(F
t −

ζ
t ),

w
here

ζ
is

an
F
-m

artingale
and

F
t −

ζ
t

is
a

predictable
increasing

process.

6
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From

P
(inf
s≤

t X
s

>
z)

=
Φ

(ν
,t,z)

,

w
here

Φ
(ν

,t,z)
=

N (
ν
t−

z
√

t )
−

e
2
ν
zN (

z
+

ν
t

√
t )

,
for

z
<

0,
t
>

0,

=
0,

for
z≥

0,
t≥

0,

Φ
(ν

,0,z)
=

1,
for

z
<

0

w
e

obtain
(w

e
skip

the
param

eter
ν

in
the

definition
of

Φ
)

for
t
1

<
t
<

t
2

and
X

t1
>

a

F
t
=

1−
Φ

(t−
t
1 ,a−

X
t1 ) [1−

exp (−
2

at
1

(a−
X

t1 ) )]
.

T
he

case
X

t1 ≤
a

corresponds
to

default:
for

X
t1 ≤

a,
F

t
=

1.

6
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A
nother

exam
ple,

related
w

ith
P
arisian

stopping
tim

es
is

presented
in

Ç
etin

et
al.

6
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D
elayed

in
form

ation

G
uo

et
al.

suggested
to

start
form

a
structural

m
odel

w
ith

delayed

inform
ation,

i.e.
the

reference
filtration

isF
t
=

σ(S
u
,u≤

t−
δ).

In
that

case,
(H

)
hypothesis

is
not

satisfied.

6
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In
te

n
sity

a
p
p
ro

a
ch

In
the

so-called
intensity

approach,
the

default
tim

e
τ

is
a

G
-stopping

tim
e.

T
he

intensity
is

defined
as

any
non-negative

process
λ,

such
that

M
t

d
e
f

=
H

t − ∫
t∧

τ

0

λ
s d

s

is
a

G
-m

artingale.

6
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In
te

n
sity

a
p
p
ro

a
ch

In
the

so-called
intensity

approach,
the

default
tim

e
τ

is
a

G
-stopping

tim
e.

T
he

intensity
is

defined
as

any
non-negative

process
λ,

such
that

M
t

d
e
f

=
H

t − ∫
t∧

τ

0

λ
s d

s

is
a

G
-m

artingale.

T
he

existence
of

the
intensity

relies
on

the
fact

that
H

is
a

sub-m
artingale

and
can

be
w

ritten
as

M
+

A
w

here
M

is
a

m
artingale

M
and

A
a

predictable
increasing

process.
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In
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n
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p
ro

a
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so-called
intensity

approach,
the

default
tim

e
τ

is
a

G
-stopping

tim
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T
he

intensity
is

defined
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any
non-negative

process
λ,

such
that

M
t

d
e
f

=
H

t − ∫
t∧

τ

0

λ
s d

s

is
a

G
-m

artingale.

T
he

existence
of

the
intensity

relies
on

the
fact

that
H

is
a

sub-m
artingale

and
can

be
w

ritten
as

M
+

A
w

here
M

is
a

m
artingale

M
and

A
a

predictable
increasing

process.
T

he
increasing

process
A

is
such

that

A
t 11

t≥
τ

=
A

τ 11
t≥

τ .

T
he

intensity
exists

only
if

τ
is

a
totally

inaccessible
stopping

tim
e.
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In
te

n
sity

a
p
p
ro

a
ch

In
the

so-called
intensity

approach,
the

default
tim

e
τ

is
a

G
-stopping

tim
e.

T
he

intensity
is

defined
as

any
non-negative

process
λ,

such
that

M
t

d
e
f

=
H

t − ∫
t∧

τ

0

λ
s d

s

is
a

G
-m

artingale.

T
he

existence
of

the
intensity

relies
on

the
fact

that
H

is
a

sub-m
artingale

and
can

be
w

ritten
as

M
+

A
w

here
M

is
a

m
artingale

M
and

A
a

predictable
increasing

process.
T

he
increasing

process
A

is
such

that

A
t 11

t≥
τ

=
A

τ 11
t≥

τ .

T
he

intensity
exists

only
if

τ
is

a
totally

inaccessible
stopping

tim
e.

W
e

em
phasize

that,
in

that
setting

the
intensity

is
not

w
ell

defined
after

tim
e

τ,
i.e.,

if
λ

is
an

intensity,
for

any
non-negative

predictable
process

g

the
process

λ̃
t
=

λ
t 11

t≤
τ

+
g

t 11{
t>

τ}
is

also
an

intensity.

7
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If
the

process
Y

t
=

E (
X

exp (− ∫
T0

λ
u
d
u )|G

t )
is

co
n
tin

u
o
u
s

a
t
tim

e

τ
,
then,

setting
L

t
=

11{
t<

τ} e
Γ

t

E
(X

11{
T

<
τ} |G

t )
=

11{
t<

τ}
E (

X
exp (− ∫

T

t

λ
u
d
u )

|G
t )

=
L

t Y
t

If
Y

is
not

continuous

E
(X

11{
T

<
τ} |G

t )
=

L
t Y

t −
E

(Δ
Y

τ 11
τ
<

T |G
t )

.

It
can

be
m

entioned
that

the
continuity

of
the

process
depends

on
the

choice
of

λ
after

tim
e

τ.
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If
the

process
Y

is
not

continuous,
then

setting

U
t
=

L
t Y

t
=

11
t<

τ
exp (∫

t

0

λ
s d

s )
E (

X
exp (− ∫

T

0

λ
u
d
u )∣∣G

t )

w
e

have
U

T
=

X
11{

T
<

τ}
and

d
U

t
=

L
t−

d
Y

t +
Y

t−
d
L

t +
d[L

,Y
]t

=
L

t−
d
Y

t +
Y

t−
d
L

t +
Δ

L
t Δ

Y
t

and

E
(U

T |G
t )

=
E

(X
11{

T
<

τ} |G
t )

=
U

t −
E

(e
Λ

τΔ
Y

τ 11
τ
<

T |G
t )

.
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T
hen,

for
any

X
∈
G

T
:

E
(X

11
T

<
τ |G

t )
=

11
τ
>

t (e
Λ

tE
(e −

Λ
T
X
|G

t )−
E

(e
Λ

τ
Δ

Y
τ 11

τ
<

T |G
t ) )

w
here

Y
t
=

E
(X

exp
(−

Λ
T
)|G

t )
and

Λ
t
= ∫

t0
λ

u
d
u

7
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C
D

S
P

rice
,
G

e
n
e
ra

l
ca

se

T
he

ex-dividend
price

of
a

credit
default

sw
ap,

w
ith

a
rate

process
κ

and
a

protection
paym

ent
δ
τ

at
default,

equals,
for

every
t∈

[0,T
]

S
t (κ)

=
11{

t<
τ}

B
t

G
t

E ( ∫
T

t

B
−

1
u

G
u (δ

u
λ

u −
κ)

d
u ∣∣∣ F

t )
and

thus
the

cum
ulative

price
of

a
C

D
S

equals,
for

any
t∈

[0,T
],

S
c
u
m

t
(κ)

=
11{

t<
τ}

B
t

G
t

E ( ∫
T

t

B
−

1
u

G
u (δ

u
λ

u −
κ)

d
u ∣∣∣ F

t )
+

B
t ∫

]0
,t] B

−
1

u
d
D

u
.

T
he

dividend
process

D
(κ

,δ,T
,τ)

of
a

C
D

S
equals

D
t
= ∫

]0
,t∧

T
] δ

u
d
H

u −
κ ∫

]0
,t∧

T
] (1−

H
u )

d
u

=
δ
τ 11{

τ≤
t} −

κ(t∧
T
∧

τ).
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W
e

now
assum

e
that

(H
)

h
y
p
oth

esis
h
old

s
betw

een
F

and
G

,
that

is

F
-m

artingales
are

G
-m

artingales.
T

hen,
F

is
increasing

and
the

process

M
t
=

H
t − ∫

t∧
τ

0

γ
u

d
u
,

w
ith

γ
t d

t
=

d
F

t

G
t

is
a

G
-m

artingale.
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T
he

dynam
ics

of
the

ex-dividend
price

S
t (κ)

are

d
S

t (κ)
=

−
S

t−
(κ)

d
M

t +
(1−

H
t )B

t G
−

1
t

d
m

t +
(1−

H
t )(r

t S
t (κ)+

κ−
δ
t γ

t )
d
t,

w
here

m
is

the
(Q

,
F
)-m

artingale
given

by

m
t
=

E
Q (∫

T

0

B
−

1
u

δ
u
G

u
γ

u
d
u−

κ ∫
T

0

B
−

1
u

G
u

d
u ∣∣∣ F

t )
.
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H
ed

gin
g

d
efau

ltab
le

claim
s

O
ur

aim
is

to
hedge

Y
=

11{
T≥

τ} Z
τ

+
11{

T
<

τ} X
.

using
tw

o
C

D
S

w
ith

m
aturities

T
i ,

rates
κ

i
and

protection
paym

ent
δ

i.
W

e

assum
e

r
=

0.
L
et

ζ
it

defined
as

m
it
=

E
Q (∫

T

0

δ
iu
G

u
γ

u
d
u−

κ
i ∫

T

0

G
u

d
u ∣∣∣ F

t )
,

d
m

it
=

ζ
it d

W
t

and

m
Zt

=
E

Q
(− ∫

∞0

Z
u
d
G

u
+

G
T
X
|F

t ),
d
m

Zt
=

ζ
Zt
d
W

t
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A
ssum

e
that

there
exist

F
-predictable

processes
φ

1,φ
2

such
that

2
∑i=

1

φ
it (δ

it −
S̃

it (κ
i ) )

=
Z

t −
ỹ

t ,

2
∑i=

1

φ
it ζ

it
=

ζ
t ,

w
here

ỹ
is

given
by

ỹ
t
=

1G
t

E
Q (− ∫

T

t

Z
u

d
G

u
+

G
T
X ∣∣∣ F

t )
.

L
et

φ
0t

=
V

t (φ)− ∑
2i=

1
φ

it S
it (κ

i ),
w

here
the

process
V

(φ)
is

given
by

d
V

t (φ)
=

2
∑i=

1

φ
it (d

S
it (κ

i )
+

d
D

it )
w

ith
the

initial
condition

V
0 (φ)

=
E

Q
(Y

).
T

hen
the

self-financing
trading

strategy
φ

=
(φ

0,φ
1,φ

2)
is

adm
issible

and
it

is
a

replicating
strategy

for
a

defaultable
claim

(X
,0,Z

,τ).
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